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Abstract 

Estuaries are recognized as one of the habitats most vulnerable to coastal ocean acidification due 

to seasonal extremes and prolonged duration of acidified conditions. This is combined with co-

occurring environmental stressors such as increased temperature and low dissolved oxygen. 

Despite this, evidence of biological impacts of ocean acidification in estuarine habitats is largely 
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lacking. By combining physical, biogeochemical, and biological time-series observations over 

relevant seasonal-to-interannual time scales, this study is the first to describe both the spatial and 

temporal variation of biological response in the pteropod Limacina helicina to estuarine 

acidification in association with other stressors. Using clustering and principal component 

analyses, sampling sites were grouped according to their distribution of physical and 

biogeochemical variables over space and time. This identified the most exposed habitats and 

time intervals corresponding to the most severe negative biological impacts across three seasons 

and three years. We developed a cumulative stress index as a means of integrating spatial-

temporal OA variation over the organismal life history. Our findings show that over the 2014–

2016 study period, the severity of low aragonite saturation state combined with the duration of 

exposure contributed to overall cumulative stress and resulted in severe shell dissolution. 

Seasonally-variable estuaries such as the Salish Sea (Washington, U.S.A.) predispose sensitive 

organisms to more severe acidified conditions than those of coastal and open-ocean habitats, yet 

the sensitive organisms persist. We suggest potential environmental factors and compensatory 

mechanisms that allow pelagic calcifiers to inhabit less favorable habitats and partially offset 

associated stressors, for instance through food supply, increased temperature, and adaptation of 

their life history. The novel metric of cumulative stress developed here can be applied to other 

estuarine environments with similar physical and chemical dynamics, providing a new tool for 

monitoring biological response in estuaries under pressure from accelerating global change. 

 

KEYWORDS: coastal and estuarine acidification, calcifying pteropods, shell dissolution, 

compensatory mechanisms, cumulative stress, life history adaptation. 
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Introduction 

Extensive understanding of oceanographic processes controlling spatial and temporal variations 

in ocean acidification (OA) conditions in the open ocean and nearshore regions has improved our 

capability to identify drivers, distinguish between natural and anthropogenic signals, and predict 

future scenarios and trends under various climate change scenarios. Especially in the coastal 

region of the California Current System (CCS), OA conditions have started to increase in 

magnitude, duration, and frequency (Chan et al., 2017; Chavez et al., 2017; Feely et al., 2008, 

2016; Gruber et al., 2012; Hauri et al., 2013; Turi et., 2016; Sutton et al., 2019), with detrimental 

impacts on the most vulnerable marine communities, such as ecologically and economically 

important pelagic and benthic calcifiers (Gaylord et al., 2011; Lischka  Riebesell, 2012; 

Baumann et al., 2012; Bednaršek et al., 2014; 2016; Waldbusser et al., 2015; Miller et al., 2016; 

Osborne et al., 2016, 2019; Giltz et al., 2017; Hales et al., 2018; Kapsenberg et al., 2018).  

Compared to open ocean systems, estuaries reflect processes at a regional and local level 

characterized by natural fluctuations that vary over a range of different temporal and spatial 

scales. Complex interactions among processes, such as increasing global atmospheric CO2 

concentrations, freshwater (riverine) inputs, photosynthesis and respiration processes, and other 

redox reactions, result in seasonally prolonged low pH and aragonite saturation state (Ωar). 

Furthermore, regional anthropogenic inputs such as nutrients and organic carbon in river run-off 

or wastewater, as well as local atmospheric CO2 uptake (e.g., Feely et al., 2010; Alin et al., 

2018a, Evans et al., 2019 and references therein), can further intensify OA conditions, lowering 

the acid-base buffering capacity of estuaries (Cai et al., 2017; Feely et al., 2018; Pacella et al., 

2018; Bednaršek et al., 2020) and increasing the exposure time and magnitude of corrosive 

(Ωar<1) conditions that can negatively affect some resident species and communities (Shaw et 
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al., 2013; Feely et al 2012). Despite rapid intensification of OA conditions, current 

understanding of the biological impacts due to estuarine acidification is still limited, especially 

the exposure effects of prolonged seasonal variation in the corrosive conditions that can trigger 

impairment of biomineralization processes, including reduced calcification and increased 

dissolution, acid-base balance, and hypercapnia. 

Contrary to open-ocean conditions, where the gradual underlying trends allow biological 

inferences based on predicted future open-ocean scenarios, coastal acidification under highly 

variable estuarine regimes is characterized by the exceedance of critical biological thresholds 

under present-day conditions for more vulnerable calcifying species and therefore requires 

understanding of biological effects on shorter (e.g., seasonal) time scales (Doney et al., 2012). As 

such, coastal and estuarine systems rely on time-series to provide understanding of the extent to 

which extreme events and exceedance of the predicted thresholds occur and whether such 

exposure will elicit negative biological responses (Bednaršek et al., 2019).      

The Salish Sea is a complex fjord-like estuarine system in the Pacific Northwest that 

includes a variety of embayments and basins, each with secondary estuaries, deltas, rocky shores, 

and beaches. It supports abundant biological, recreational, cultural and economic resources 

(Washington State Blue Ribbon Panel Report, 2012; Washington Marine Resources Advisory 

Council, 2017). With respect to characterizing biological exposure, the system has one of the 

strongest temporally and spatially variable OA patterns in the Pacific Northwest, especially when 

compared to the coastal system (Feely et al., 2010, 2012; Alin et al., 2018a), and varies at daily, 

seasonal, and interannual scales across a variety of different habitats. In the late summer and 

autumn months, coastal upwelling makes an important contribution to the delivery of cold, CO2-

enriched, oxygen-depleted water into the Salish Sea at depth (Feely et al., 2010, 2012; Ianson et 
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al., 2016; Pacella et al., 2018; Alin et al., 2018a; Evans et al., 2019). The majority of the water 

entering the Salish Sea is from the inflow of upwelled oceanic waters that are entrained in 

subsurface flows through the Strait of Juan de Fuca and into the Main Basin of Puget Sound and 

Hood Canal. This inflow undergoes mixing with the outflowing lower-salinity river-derived 

stratified (5-20 m) surface water at the Admiralty Inlet sill and in the Strait of Juan de Fuca. The 

mixing and entrainment of the outflowing surface water with subsurface water at Admiralty Inlet 

and the entrance to Hood Canal cause the inflowing deep water to be slightly less dense than the 

coastal waters. The average residence time of the waters in these deep basins is about two to four 

months, with the longest occurring in Hood Canal (4 months; Sutherland et al., 2011; Moore et 

al., 2008; Figure 1). Toward the end of the summer, predominant drivers lowering pH and Ωar in 

the Salish Sea include subsurface remineralization of organic matter (i.e., respiration) combined 

with relatively low wind mixing and stratification in some areas. Strong tidal mixing and lack of 

stratification in other areas create diverse OA conditions within the Salish Sea. Among 

anthropogenic drivers, such as the uptake of anthropogenic CO2 and nutrient loading and its 

subsequent remineralization, the global increase in atmospheric CO2 and local eutrophication are 

the most important contributions to changing coastal and estuarine acidification conditions in the 

Pacific Northwest (Bianucci et al., 2015; Evans et al., 2019; Feely et al., 2010, 2012, 2016; 

Pacella et al., 2018; Pelletier et al., 2018; Bednaršek et al., 2020).  

Recent studies among various estuarine systems demonstrate the complexity of carbonate 

chemistry and physical-biological interactions that are system-dependent (Baumann and Smith, 

2018; Cai et al., 2020). Among the deep, fjord-like estuaries, Puget Sound has one of the lowest 

Ωar conditions among large estuaries in the U.S (Feely et al., 2010; 2012, 2016; Alin et al., 

2018a; Evans et al., 2019; Cai et al., 2020). The extreme OA conditions that are influenced by 
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these anthropogenic drivers, in particular lower than normal pH and Ωar, conditions, make the 

Salish Sea an ideal system to study OA extremes, seasonality, and duration of exposure on one of 

the most vulnerable pelagic calcifiers, pteropods. These extreme OA conditions can induce 

negative biological responses, especially when Ωar is below the thresholds related to vital 

biological processes (Bednaršek et al., 2019, 2020).  

Pteropods are pelagic zooplankton that are seasonally abundant in the Salish Sea, with 

Limacina helicina being the most abundant pteropod in the region. In the coastal region to the 

north of the Salish Sea (Wang et al., 2017; Mackas and Galbraigth, 2012), as well proximal 

offshore regions (Fabry et al., 1989), the life history of pteropod Limacina helicina comprises 

one to two generations in a lifespan of one year. During major recruitment events along the west 

coast of North America, pteropods can represent an important food item for ecologically and 

economically important fish species (Armstrong et al., 2008; Aydin et al., 2005). They show 

sensitive and specific responses to global open OA, as demonstrated by increased shell 

dissolution (Bednaršek et al., 2014; 2016, 2017, 2019) and cellular oxidative stress (Bednaršek et 

al., 2018; Engström-Öst et al., 2019), making them one of the first indicators that can be easily 

implemented for monitoring efforts under increasing OA conditions (Leon et al., 2019; Manno et 

al., 2019; Bednaršek et al., 2014; 2016, 2017). Despite a reasonable understanding of L. helicina 

OA in situ responses in nearby coastal habitats within the California Current System, very little 

is known about the current in situ impacts of OA on these marine calcifiers in the estuarine 

system of the Salish Sea. 

Difficulties in studying pteropod responses are predominantly related to difficulties in 

maintaining the organisms under laboratory conditions over a prolonged period of time  (Howes 

et al., 2014), thereby limiting interpretation beyond shorter-term organismal and population 
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responses. We utilized a physical and biogeochemical time-series with accompanying biological 

sampling of the pteropod L. helicina in the Salish Sea to improve understanding of biological 

responses across a range of acidification levels, including seasonal, interannual, and spatial 

variation in carbonate chemistry. 

A key requirement critical to understand and project the population persistence of L. 

helicina in the face of projected OA change is detailed understanding of the exposure history, 

especially related to seasonally variable conditions and parameters that can offset negative OA 

exposure. Calcifying individuals are affected at the organismal level through various processes 

that are sensitive to OA, such as shell dissolution, calcification, and growth process that can 

induce population-level changes. Baseline assessment of the entire suite of the environmental 

parameters is thus needed to predict changes under future conditions. In this study, we assessed 

two metrics of impact on pteropod L. helicina: first, dissolution as a metric strictly reflecting OA 

exposure that is impacted only by the external carbonate chemistry conditions and thus, outside 

of the physiological control of the organisms. Second, growth as a physiological parameter that 

is controlled by internal organismal processes and can thus be affected by a variety of different 

environmental parameters, such as food availability, temperature in combination with OA.      

     With respect to dissolution, we tracked shell dissolution and shell growth to assess the 

OA impact at different temporal and spatial scales, effectively monitoring exposure throughout 

the organismal life history to assess the potential for cumulative sensitivity due to OA conditions 

in the Salish Sea. We hypothesized that biological responses of L. helicina will be most severe at 

locations with the highest magnitude and duration of OA stress, considering the cumulative 

exposure history to low Ωar condition. To test this hypothesis, we investigated the relationship 

between carbonate chemistry and pteropod shell dissolution in the Salish Sea using data from 
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seven locations and eight cruises from 2014 through 2016, encompassing 56 field station 

samples. First, we characterized seasonal and interannual variation in carbonate chemistry to 

delineate three types of estuarine OA conditions within sub-habitats inhabited by pteropods. 

Second, pteropod shell dissolution was investigated in the context of spatial and temporal 

carbonate chemistry variation. Third, we examined various environmental drivers that can 

simultaneously co-occur across estuarine habitats and affect biological responses in terms of both 

shell dissolution and growth. The aim of this study is to lay the foundation for an assessment of 

the ecological integrity of L. helicina in the estuarine system of the Salish Sea under intensified 

OA conditions.  

Materials and Methods 

Field data 

Biological and chemical conditions were sampled at seven sites by the Washington 

Ocean Acidification Center in the Salish Sea in three seasonal sampling events per year (April, 

July, and September) over three years (2014–2016; altogether 8 stations sampled 7 times; Figure 

1). Biological samples of pteropods were taken from plankton net tows. Physical and chemical 

conditions were sampled with a CTD equipped with sensors for temperature (◦C), salinity (PSU), 

oxygen (DO; μmol kg–1), and a rosette equipped with Niskin bottles for collecting discrete water 

samples throughout the water column. Profiles of CTD data were taken from the surface to a 

maximum depth a few meters above the seawater-sediment interface at each station. For each 

cast, water samples were taken at 6–12 depths over the full water column. Water samples were 

analyzed in the laboratory for dissolved oxygen via titration, dissolved inorganic carbon (DIC), 

total alkalinity (TA), and dissolved nutrients (Alin et al., 2018b) from which the other carbonate 
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chemistry parameters were calculated: pCO2 (µatm), CO3
2–(µmol kg–1), pH, and aragonite 

saturation state (Ωar). Certified Reference Materials (CRMs) were analyzed with both the DIC 

and TA samples as an independent verification of instrument calibrations (Dickson et al., 2007; 

Feely et al., 2016). The ship-based DIC and TA data are both precise and accurate to within ±2 

µmol kg-1. The saturation state of seawater with respect to aragonite was calculated from the DIC 

and TA data using the program CO2SYS developed by Lewis and Wallace (1998). Based on the 

uncertainties in the DIC and TA measurements and the thermodynamic constants, the uncertainty 

in the calculated Ωar is approximately 0.02. For each cast, water chemistry variables with the 

entire suite of carbonate chemistry parameters were summarized to describe the minimum, 

average, maximum, and standard deviation of values across the depth profile. For example, 

Ωar,min was extracted as the minimum observed value for a CTD cast at a site on each date. These 

estimates were used to describe the range of conditions that pteropods may be exposed to in the 

water column at each station.  

Pteropod sampling, shell preparation and dissolution assessment  

Pteropods (N = 722) were collected using 335 µm mesh Bongo net that was obliquely 

trawled for 30–45 minutes and integrated over the top 100 m of the water column.  Specimens 

were immediately preserved in 100% buffered ethanol for subsequent shell dissolution analyses, 

as recommended by Oakes et al. (2019). A subsample of 10–20 L. helicina pteropods were 

collected from each net tow sample and prepared for scanning electron microscope (SEM) 

observations (Hitachi) following the Bednaršek et al. (2016) protocol. In short, pteropods were 

transferred from 100% to 70% and 50% ethanol in gradual steps, rinsed thoroughly with DI 

water, exposed to 6% hydrogen peroxide for five minutes, and rinsed with DI water 2–3 times to 
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clean the shell surface. To remove the organic layer (periostracum), samples were submerged in 

a 1% KOH solution for two hours followed by a DI rinse, then dried in a desiccator for 12 hours. 

Mounted samples were coated with a combination of Au-Pd for 120 seconds at 35A before being 

examined under SEM. For shell dissolution assessment, we followed the methods described by 

Bednaršek et al. (2012). Type I dissolution corresponds to a mild degree of dissolution defined 

by small effects on the upper prismatic layer and initial aragonite crystal exposure. Type II 

dissolution is represented by the disappearance of the prismatic layer, with the crossed-lamellar 

layer exposed, but not yet affected by dissolution. Type III dissolution is characterized by the 

crystals of the crossed-lamellar layer being partly eroded or thicker and chunkier in appearance, 

with higher shell porosity and numerous, large damaged patches across the shell surface. As the 

dissolution progresses, an extended degree of the crossed-lamellar layer becomes exposed over 

the shell surface. We estimate the extent of Type II and III dissolution, and focused on Type III 

results only, because this type is associated with the most severe damage and potential 

physiological/organismal impairment (Bednaršek et al., 2014; Weisberg et al., 2016).  

Length frequency analyses to estimate seasonal growth differences 

For more accurate interpretation of pteropod sensitivity, Bednaršek et al. (2019) recommended 

that interannual variability of shell dissolution must be integrated within the life history 

information. Growth as a parameter was tracked by the increases in length in time over the entire 

Salish Sea pteropod population. For the purposes of measuring length, the animals were placed 

in a similar dorsal position, with the whorl position upwards (following Bednaršek et al., 2012). 

The length was recorded as a diameter on the sample size of N=722 organisms. The samples  in 

our study did not have sufficient temporal and vertical distribution for us to extract pteropod life 
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history parameters, thus we only were able to delineate major events in Limacina helicina and 

the duration of it, as previously described in Wang et al. (2017), Mackas and Galbraith (2012) 

and Fabry (1989). Accordingly, pteropods spawn in the springtime and rapidly grow  throughout 

summer-fall, when they either sexually mature and spawn, or transition to the following spring to 

undergo their first spawning to produce the next generation before die-off. Biological sampling 

in the spring (April), summer (July) and fall (September) thus caught multiple life stages 

(juveniles, subadults and adults) within a year of organism life history, which we referred to as a 

‘generation-year’. As the spring-summer spawning dominates the population dynamics, the 

timing of the major spawning and associated biological sampling was used as a starting point of 

the generation-year analyses associated with environmental conditions. As such, the generation-

year cycle started in July and finished in April of the following year, as per the duration of L. 

helicina life history.  For example, generation-year 2015 refers to samples collected during the 

July, September 2015 calendar year and April 2016 calendar year. 

Site groupings based on environmental conditions 

Environmental data from the monitoring sites were evaluated to identify spatial, seasonal, and 

interannual differences among chemical conditions associated with the variation in pteropod 

shell dissolution response. Salinity, temperature, oxygen, station depth, and Ωar parameters were 

evaluated to describe variation among sites related to dominant physical and biogeochemical 

conditions in the Salish Sea that could explain differential response of pteropods to 

environmental characteristics at each station. Sites were clustered using the average chemical 

values for each site across years to identify dominant seasonal patterns. Hierarchical clustering 

based on the unweighted pair group method and Euclidean dissimilarity measures of 
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environmental variables was used to identify groupings between sites (Hartigan, 1975; Oksanen 

et al., 2018; using the hclust function in R v3.6.1). Clustering from the dissimilarity measures 

was based on standardized (zero mean and unit variance) annual values for salinity, temperature, 

oxygen, and Ωar that were averaged across the sampled depths at each site and among years (N = 

35). This procedure produced a dendrogram across the three sample years that was used to 

identify dominant groupings of sites.  The dendrogram was cut to identify site groupings based 

on dominant patterns among the environmental variables. Principal components analysis (PCA) 

was used to identify dominant environmental gradients in salinity, temperature, station depth, 

and Ωar across the stations and sample period (Venable  Ripley, 2002; using the prcomp function 

in R v3.6.1).  The same dataset used for clustering was used for PCA, where input data for the 

PCA were centered and scaled prior to analysis to identify relative contributions of each variable 

to loadings for each axis. The PCA results were presented as biplots showing the environmental 

variables as vectors and the sites sized by relative observed dissolution.  The site groupings 

identified through cluster analysis were also overlaid on the PCA biplots as 95% confidence 

ellipses to demonstrate separation of sites by the environmental variables (using the ggord R 

package; Beck and Mikryukov 2019).  
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Evaluating pteropod shell dissolution against omega saturation state (Ωar)                            

Pteropod shell dissolution measurements were compared at each site to evaluate associations that 

could explain differences among the spatial groupings identified through clustering. In addition, 

we also analyzed shell dissolution over seasonal scales (Figure 2), coinciding with the sampling 

times. It is important to note that we assumed that the pteropods were stationary at each of the 

sites, which means that pteropod biological responses are correlated to conditions at that local 

station. We did not take cumulative environmental exposure during transport across the sites into 

account. This decision was based on the long (2–4 month) residence time of the water 

(Sutherland et al., 2011; Moore et al., 2008), which implies relatively uniform conditions 

occurring over time scales relevant for the biological processes studied.   

An initial comparison among environmental variables with all three measures of pteropod shell 

dissolution (Types I, II, and III) was done using Spearman rank correlations to characterize broad 

patterns across stations (Supplementary Table 1). Additionally, multiple linear regression models 

comparing all environmental variables to dissolution were used to identify the most 

parsimonious relationship among variables. To characterize broad dissolution patterns over 

seasonal scales, boxplot distribution summaries and simple pairwise comparisons using two-

sample t-tests between months were used (Figure 2). This analysis represented the baseline for 

further evaluation of the cumulative exposure, i.e., exposure was evaluated across generation-

years with dissolution patterns expected to be most pronounced by April.  

Shell dissolution was compared to Ωar using data summarized from CTD sensor profiles 

and carbonate chemistry data. Linear regressions were conducted to quantify associations 

between shell dissolution extent and environmental conditions (using the lm function from R 
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v4.1.0). Analyses were conducted using combined observations for all sites, with observations 

grouped by month (e.g., April observations across the generation-year relating to July to April of 

the following year; or by year (e.g., 2015 generation-year observations across months that 

included July, September 2015 and April 2016 calendar years) to characterize potential seasonal 

or interannual differences. Simple bivariate comparisons were evaluated with linear models and 

correlation coefficients (e.g., dissolution vs. Ωar). Because the data represented a seasonal time-

series of biological and chemical observations over a few years, a primary goal of the analysis 

was to evaluate changes in L. helicina response across Ωar  as a function of the severity and 

duration of Ωar exposure across the sites, delineating how OA exposure history based on 

temporal biogeochemical variations impacts shell dissolution through the generation-year. 

For each time series at each site, a variable was defined that described the generation-year to 

quantify an approximate annual time period from the end of spring spawning to just prior to 

spring spawning the following year. For example, July 2015, September 2015, and April 2016 

were assigned a generation-year of 2015 to track individuals of L. helicina that hatched in spring 

2015 and matured to adults by spring 2016. This variable provided a basis of comparison for 

exposure to seasonal environmental gradients over the pteropod generation-year. Since minor 

secondary spawning events can occur in the fall (Wang et al., 2017), accompanying major 

spring-summer spawning, multiple life stage co-occur in the samples and separation between 

different life stages was not possible. As such, multiple life stages were combined into the 

generation-year. Accurate interpretation of interannual and seasonal variability of shell 

dissolution helps determining exposure history and thus predicted negative biological effects 

(Bednaršek et al., 2019). 



15 
 

Comparing pteropod growth with environmental conditions 

Contrary to shell dissolution being solely dependent on Ωar exposure, growth is an 

internal process and thus, potentially dependent on a larger suite of environmental conditions. A 

global model evaluating dissolution versus first-order effects of Ωar, dissolved oxygen, salinity, 

and temperature and food availability was used with stepwise backwards model selection (Hastie 

and Pregibon1992; Venables and Ripley 2002).        

For each generation-year, shell length was compared to environmental conditions using 

data summarized from CTD sensor profiles and carbonate chemistry data. Linear regressions 

were conducted to quantify associations between shell length and environmental conditions 

(using the lm function from R v4.1.0). Analyses were conducted using combined observations for 

all sites, with observations grouped on either annual or monthly basis) to characterize potential 

seasonal or interannual differences. Simple bivariate comparisons were evaluated with linear 

models (e.g., dissolution vs. Ωar), followed by a pair-wise comparison of co-occurring stressors 

on pteropod response measures.  

Assessing pteropod shell dissolution with Ωar cumulative exposure      

The time-series observations of pteropod shell dissolution relative to environmental 

conditions measured for each generation-year also provided an opportunity to evaluate 

cumulative exposure effects, as compared to “snapshot” comparisons of observed environmental 

conditions with dissolution extent in the regression analyses. An empirical framework was 

developed that characterized the magnitude and duration of environmental conditions over the 

organismal life history; i.e. generation-year (with multiple life stages) exposure. For example, 

individuals exposed to deep undersaturated (e.g., Ωar <0.5) conditions for longer periods of time 
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(duration) within the generation-year were expected to show greater dissolution extent in adults 

near the end of the generation-year as compared with those near the beginning of the life cycle 

with a shorter duration of in situ exposure. Dissolution extent may also vary if individuals were 

exposed to varying duration and/or magnitude of OA conditions, e.g., effects could vary for 

extremely under-saturated  (Ωar <1) conditions that occurred for a short period of time as 

compared to slightly Ωar<1 for a longer period of time. The empirical framework of cumulative 

stress (St) was developed to quantify these differences in exposure at a site within each 

generation-year. The duration aspect refers to a relative duration of time during which Ωar was 

below a specific threshold, i.e., Eq. 1. Explicitly, cumulative stress was estimated as the sum 

within each generation-year for which omega was less than 1.2, defined as Ωcrit (Eq. 1). 

���� = � �� ∗ 
Ω��� − Ω���,��
�∈����

  ���. 1� 

�� = �1 !" ! # $%&', �()�(*+(,
3.5 !" ! = /),!&               ���. 2� 

For each generation-year at each station, Styr was estimated as the cumulative sum across the 

months (for i in month July, September, and April to the following year) for the difference 

between the observed Ωobs,i and a critical threshold Ωcrit fixed at Ωcrit = 1.2, based on a recent 

publication by Bednaršek et al. (2019) using this threshold for severe shell dissolution. Each 

month was also weighted by �� to account for differences in time duration between months (Eq. 

2).  Specifically, the approximate length of time from September to April of the following year 

was 3.5 times the length of time from July to September. This allowed for the cumulative stress 

within a generation-year to be weighted properly based on the relative magnitude of observed Ωar 

and the relative duration of time between sampling events. For example, a site with Ωobs = 1 for 
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each of three months in a generation-year when sampling occurred (i.e., July, September, April) 

would have cumulative stress Styr  = 1.1 at the end of the generation-year (Ωcrit = 1.2, Ωobs = 1 for 

all i in month, Styr = (1.2 – 1) + (1.2 – 1) + 3.5*(1.2 – 1). The final stress index values were 

scaled from zero to one across all life stages within the generation-year across stations since the 

values are relative to each other and the absolute scale is arbitrary, i.e., 1 is the maximum 

cumulative stress observed at any station and 0 is the minimum.   

Although these cumulative stress measures are based on a measure of instantaneous stress on the 

sample date (Figure 2), we assume that the summation of the instantaneous measures within the 

season is a reasonable proxy for cumulative stress.  Observed dissolution patterns throughout a 

generation-year suggested a temporal trend towards larger impacts by April (Figure 2).  Periods 

of OA stress are also likely to be pronounced during winter months when undersaturation (Ωar 

<1) conditions are most severe on a seasonal basis (Hare et la. 2020).  For these reasons, the 

cumulative stress measures were explicitly constructed from July to April across the generation-

year to describe a coarse measure of magnitude and duration of exposure to stress.  As a result, 

correlations of the cumulative stress measures to dissolution within a generation-year were 

expected to be stronger than correlations with instantaneous water quality measures. However, a 

potential limitation of  the stress index is that it does not consider the potential for Ωar changing 

differently between the sample periods, such that a much higher or lower Ωar value could be 

observed at times when sampling did not occur, leading to an over- or under-estimate of 

cumulative stress. However, in the absence of continuous monitoring data, we consider this 

assumption a reasonable approach to assessing cumulative stress that imposes the least amount 

of bias. The results comparing cumulative stress in relation to pteropod response measures are 

interpreted relative to these assumptions.  
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Results 

Characterization of temporal and spatial carbonate chemistry variability in the Salish Sea  

The stations we sampled within the Salish Sea showed characteristic patterns in carbonate 

chemistry variation that can have profound impacts on pteropod biological responses (Figure 3). 

The Ωar interannual variability was an order of magnitude smaller than the seasonal variability in 

Ωar, with variance of approximately 0.001 and 0.01, respectively, for Ωar across all the stations. 

Consequently, the analyses here focus only on the seasonal variation. The largest temporal and 

spatial variability in environmental conditions is observed in carbonate chemistry parameters. To 

be able to relate chemical conditions to pteropod shell dissolution, we focused on Ωar as the most 

relevant OA parameter. The most conspicuous variation in the minimum omega saturation state 

(Ωar,min) was recorded within the upper 100 m of the water column, with observed durations 

ranging from seasonal to annual scales. As a general pattern, organisms in surface water are 

exposed to late spring-summer supersaturation (Ωar >1),  but during early autumn, surface 

conditions transition into undersaturation (Ωar <1), which lasts until the following spring. 

However, in the upper 100 m, temporal variability of Ωar,min is different, with the transition to 

supersaturation not occurring in late spring, but instead in the summer. 

With respect to spatial variability, different environmental settings show seasonally 

distinct patterns in Ωar,min, including prolonged exposure to low Ωar in highly stratified areas such 

as Hood Canal and Whidbey Basin, compared to the vertically mixed Main Basin. The exposure 

to seasonal Ωar <1 varies by basin, as observed by Alin et al. (2018a) for the southern Salish Sea. 

Exploratory cluster analyses based on the primary oceanic and carbonate chemistry variables 

(salinity, temperature, dissolved oxygen (DO), and Ωar) for each month provided a consistent 

separation of sites into three groups (Figure 3). Stations differed significantly in the Ωar,min 
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exposure across seasonal scales, ranging from short Ωar,min (only in autumn) to medium (over 

several months) and prolonged Ωar,min (annual) exposure. 

The three station groups defined in Figure 3 were used for the interpretation of biological 

responses. Graphic representations of environmental variability in Ωar,min observed in the upper 

100 m of the water column at each time interval are shown in Figure 4. Based on the duration of 

Ωar,min, we can determine the extent of organismal exposure to the most unfavorable conditions 

related to Ωar,min at station 22, in the Strait of Juan de Fuca, which was consistently shown to be 

different from the rest of the stations based on dissimilarity measures from cluster analyses and 

was representative of the ocean source waters. The other two groups—stations 8, 28, and 38, in 

the Main Basin and South Sound, and stations 4, 12, and 402, in Whidbey Basin and Hood Canal 

were characterized as having similar environmental variables within each group (Figure 3).  This 

similarity is likely explained by the relative connectivity and flushing of the basins (Southerland 

et al., 2011; Moore et al., 2008). Hood Canal and Whidbey Basin are the most isolated due to 

sills and/or narrow openings that restrict exchange and have longer residence times than the 

Main Basin and South Sound. Also, Hood Canal and Whidbey are persistently stratified by local 

freshwater input, whereas the Main Basin and South Sound are more consistently mixed. 

The general site grouping delineated in Figure 3 were supported by results from a PCA 

that supports three different groups (Figure 5, Table 2). The first principal component axis (PC1) 

explained 41% of the variance among environmental parameters, with the second and third axes 

(PC2 and PC3) explaining 29% and 17% of additional variance, respectively. PC1 had the 

strongest association with depth and Ωar,min, whereas PC2 had the strongest loadings for the 

upper 100 m averaged oxygen concentration, salinity, and temperature. Temperature and salinity 

had the strongest loadings on PC3 (Figure 5, right plot).  
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The second axis primarily reflects the salinity gradient among sites, with negative 

loadings on the axis corresponding to sites and sampling dates with higher salinity. As such, 

observations for station 22, which is located closer to the open ocean (Figure 1), were more 

closely associated with the salinity vector (group 1; Figure 5). Observations for group 2 (stations 

8, 38, 28) were associated with the DO and Ωar vectors and observations for group 3 (stations 4, 

12, 402) were associated with the temperature vector (Figure 5, right plot). Stations in cluster 3 

(left plot) were also characterized by type III dissolution of L. helicina, with greater dissolution 

associated with negative values on the first principal component axis. Data suggest that salinity 

was also weakly negatively correlated with type III dissolution (p=0.092) but was not a dominant 

factor compared to Ωar,min, the latter being the mechanistic driver behind the dissolution. 

Supported by the clustering and PCA, there are three different sub-habitats with specific 

magnitudes of seasonal variation in Ωar,min and its duration of exposure (Figures 3, 5 and Table 

2). These sub-habitats were categorized as following: 

 Sub-habitat 1: In this habitat, found in the Strait of Juan de Fuca with strong vertical mixing and 

oceanic influence (‘mild exposure sub-habitat’, station 22), the seasonal fluctuation is minimal, 

with the magnitude ranging from 0.75 to 1 (Ωar) on a seasonal to annual basis. The organisms at 

this station experience short exposure during autumn respiration conditions, with Ωar,min not 

below 0.75. Although these conditions might extend into the winter months before conditions 

improve in early spring, this habitat is characterized by mild severity of exposure and low shell 

dissolution. 

Sub-habitat 2: Vertically mixed estuarine habitats, as found in the Main Basin and South Sound, 

are characterized by larger variability in the Ωar (‘moderate exposure sub-habitat’, station 8, 28, 
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38), with the lowest Ωar,min magnitude occurring in the spring-summer and winter transition, with 

prolonged severity of seasonal exposure to 0.5 < Ωar,min < 1 starting in early autumn that 

contributes to more severe dissolution. 

Sub-habitat 3: Strongly stratified estuarine habitats (‘severe exposure sub-habitat’, stations 4, 12, 

402) characterized by extended duration and magnitude of very low Ωar,min conditions (< Ωar 

~0.5), but with lower variability of Ωar exposure. These conditions occur at depth during the 

summer period and because of the long water residence time, conditions remain the same over 

the entire water column throughout winter. Such exposure over seasonal time scales induces 

severe shell dissolution. 

Characterization of variability in temperature, DO, chl-a, and salinity in the Salish Sea  

To determine which drivers other than Ωar characterize these sub-habitats, we examined 

the effect of temperature (T), food availability (chl-a), and low dissolved oxygen (DO). Overall, 

Spearman correlations among environmental variables at all stations and observations across 

time showed that Ωar,min was significantly and positively correlated with station depth (ρ = 0.53, 

p < 0.005), dissolved oxygen (ρ = 0.53, p < 0.005), and salinity (ρ = 0.48, p < 0.005; Table 1). 

Average chlorophyll concentrations (chl-a) ranged from low to moderate concentrations (1.5–3.8 

μg/L) in the mild (1) and moderate (2) exposure sub-habitats, while severe exposure sub-habitats 

(3) were characterized by higher chl-a concentrations (average 5 μg/L). Average temperature 

ranges were narrow, varying between 10°C and 13°C from spring to autumn, with the spring and 

autumn showing more uniform temperature patterns, while summer increases were most evident 

in areas with prolonged seasonal stratification (Figure 4). There was no significant correlation 

between temperature and Ωar,min in the system either on a seasonal or interannual basis (p > 0.05). 
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Temporal variation in salinity, ranging between 27 and 32, is greatest in the stratified basins 

(sub-habitat 3), while no seasonal variability was evident in the well-mixed areas (sub-habitats 1 

and 2; Figures 3 and 4). The observed spatial and temporal DO variability was consistent with 

the defined sub-habitats in the upper 100 m. DO concentration varied strongly across the 

seasons, with the lowest values recorded in the autumn and increasing throughout the winter to 

peak values in the summer.  

Temporal and spatial variability of pteropod shell dissolution  

Pteropod shell dissolution ranges from the shell surface (Type I) to deeper-intruding 

(Type III) dissolution that appears randomly throughout the entire shell (Figure 7). Contrary to 

Type I dissolution, which is transient and can turn into Type II dissolution upon more extreme or 

prolonged exposure, Type III dissolution is a marker of cumulative exposure effects (Bednaršek 

et al., 2017), thus we focused only on Type III damage. Overall, Spearman rank correlations 

showed that Type III dissolution was negatively associated with Ωar,min (ρ = -0.39, p < 0.05) and 

salinity (ρ = -0.37, p < 0.05) across all stations and observations (Table 1). Regression models of 

Ωar (min, max, average) showed that Type III shell dissolution was most strongly correlated with 

Ωar,min across all temporal scales, from seasonal to interannual, that can be captured with the 

following equation: dissolution (Type III, %)= 47.2 - 32.4* Ωar,min (Figures 8). In contrast, the 

average Ωar did not explain seasonal or interannual shell dissolution patterns, often showing the 

opposite trend. This effect was especially prominent in spring when there was a depth gradient 

with higher Ωar conditions near the surface, yet dissolution continues to increase. This is likely 

because of organismal exposure to severe Ωar,min in the deeper parts of the highly stratified 

waters during their diurnal vertical migration. When comparing the impact of Ωar,min across the 

annual and seasonal scale, the predictive power of the annual impacts (Adj. R2 = 0.20, F = 
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710.63 on df = 1, 48, overall p < 0.002) is significantly smaller than on the seasonal basis. Out of 

selected months per season, July and April have the highest explanatory power (Adj. R2 = 0.29, 

F = 8.69 on df = 1, 18, overall p < 0.008; and Adj. R 2 = 0.39, F = 719 on df = 1, 10, overall p < 

0.01, respectively). This indicates that dissolution should be examined on the seasonal, and not 

annual scales.  

 Despite strong spatial and temporal variability among stations, seasonal development of 

pteropod shell dissolution against Ωar,min demonstrated relatively uniform patterns regardless of 

year, especially when examined per specific sub-habitats (Figures 8). For the three years of 

observations (2014–2016), the correlation between Ωar,min and Type III dissolution is comparable 

and not significantly different (slope estimate of dissolution against Ωar of approximately -30, p 

< 0.05, no interannual or seasonal  effects). Moreover, linear models comparing shell dissolution 

against Ωar,min for individual generation-years showed similar patterns as a strong association 

between the two (2014 generation-year with slope of -27.7, p = 0.08, R2 = 0.14; 2015 generation-

year with slope of -39.4, p = 0.036, R2 = 0.19; 2016 model omitted because of missing April 

data).    

In some instances, we found evidence that extensive pteropod shell dissolution was not 

observed despite organismal exposure to low Ωar,min (Figure 8). Upon further examination of 

these specimens under a SEM, we found that zero values for dissolution were associated with 

recently spawned juveniles that had experienced minimal or no shell dissolution prior to the time 

of collection. Pteropod shell dissolution (Type III) varied substantially depending on the 

magnitude and duration of Ωar,min. As such, spatial patterns of variability in extent of dissolution 

were more pronounced than temporal patterns. The delineation into three sub-habitats, as 
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determined by the physical-chemical conditions, provided the baseline for evaluating biological 

responses. 

Across sub-habitats, shell dissolution (Type III) was lowest in the summer, except in the 

severe exposure sub-habitat (3) with the lowest Ωar,min and hence most severe dissolution 

(stations 4, 12, 402). The severity of dissolution increased toward autumn at all stations except if 

there was a secondary spawning in the autumn, in which case the exposure of newly-hatched 

larvae to Ωar,min was not sufficiently long to show shell dissolution typical of the most severely 

affected stations in sub-habitat 3. The greatest severity of dissolution was observed in the spring 

of the following year when the organisms were exposed for the longest time (Figure 2). Extended 

exposure to Ωar,min <1 in the late summer to autumn co-occurred with the earlier life stages 

presence.  Simple comparisons of average dissolution across grouped months indicated 

significant differences between the beginning and end of the generation-year (i.e., July to April 

one-sided t-test comparison, t = 2.01, df = 21.4, p = 0.03). 

In terms of spatial variability of dissolution patterns, the difference in magnitude in the 

Ωar,min <1 best explains the amount of Type III dissolution. The mild exposure related to 

conditions in sub-habitat 1 is predominantly characterized by exposure of Ωar,min values ~1 over a 

shorter duration, inducing less Type III shell dissolution. This is consistent with a threshold for 

mild dissolution around Ωar =1.5 for five days (Bednaršek et al., 2019). Initial dissolution of the 

early life stage (i.e., early juveniles) slightly increased to up to 35% individuals affected by Type 

III in April (median dissolution 35.1%, Figure 2), indicating exposure to Ωar,min during the 

autumn and into winter before spring and summer phytoplankton blooms that take up CO2, 

increasing Ωar. Spring blooms in the Salish Sea vary annually and spatially, in the Main Basin 

and South Sound typically occurring in April–May, but earlier in Hood Canal, as early as 
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February–March (PSEMP Marine Waters Workgroup, 2013). Pteropods under moderate 

exposure to Ωar,min <1 associated with the moderate exposure sub-habitat (2) experienced a 

slightly lower incidence of Type III dissolution compared to the severely exposed sub-habitat 

(3), where up to 80% of individuals were affected by severe (Type III) dissolution in the Sept–

April timeframe. The conditions below the more severe biological thresholds of Ωar = 1.2 

(Bednaršek et al., 2019) are persistent over seasonal time scales in both sub-habitats, in particular 

in sub-habitat 3 with long residence times of the deep waters. To conclude, the similarity of shell 

dissolution extent across years is indicative of this being a conservative marker of cumulative 

exposure to Ωar,min that is not substantially affected by interannual variability observed in these 

years (Figures 8 and 9). 

Evaluating temporal and spatial patterns in shell dissolution due to cumulative Ωar,min 

exposure  

Pteropods experience cumulative exposure over their organismal life history (generation-

year), here defined as a combination of magnitude and duration at which the greatest Type III 

dissolution occurred (Eq. 1; Figure 8, 9) when conditions were below Ωcrit=1.2. Such a model of 

cumulative stress over seasonal scales can indicate where dissolution thresholds are crossed. 

Figure 9 demonstrates both how the cumulative stress measures progressed throughout the 

generation-year by station in the top plot and how the dissolution measures (y-axis) are related to 

cumulative stress (x-axis) on the bottom plot. From the top plot, cumulative stress measures 

generally increased throughout each generation-year, but substantial differences are observed 

among stations. Higher stress measures at the end of the generation-year (April) were observed 

at stations with the most-prolonged and severe conditions below Ωcrit =1.2 throughout the year, 

particularly stations 402 and 12 in southern Hood Canal.  For the bottom plot, greater cumulative 
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stress is associated with higher dissolution rates, providing a proof of concept that the stress 

measures accurately represent relative differences in duration and magnitude below Ωcrit =1.2 

between stations with meaningful links to physiological response. The cumulative stress analyses 

are in agreement with the dissolution related temporal exposure (Figure 2), with significant 

increase over seasonal scales. However, cumulative stress measures provided a stronger 

association with dissolution measures than the instantaneous comparisons (i.e., Figure 8).  Linear 

models by generation-years (Figure 9 c,d) indicated significant relationships between dissolution 

and cumulative stress with explanatory power nearly doubling from the models that evaluated 

instantaneous conditions (2014 generation-year slope 49.7, p=0.038, R2 = 0.21; 2015 generation-

year slope 54.3, p = 0.0026, R2 = 0.39). 

The magnitude of cumulative stress exposure was strongly correlated with Type III 

dissolution, with cumulative stress either increasing in the most severe sub-habitat 3, or 

remaining unchanged throughout the season from July to next April in sub-habitat 1 or 2. As a 

general pattern, cumulative stress increased throughout time, with organisms experiencing the 

lowest stress in the summer (level 0), increasing to September with relative stress estimates 

greater than 0.5, and then to April with relative stress estimates close to 1. Significant 

correlations were observed between the magnitude of cumulative stress and amount of Type III 

dissolution for the 2014 and 2015 individuals comprising the generation-year (linear model 

2014: R2 = 0.20; p = 0.042, F=4.96; df= 15; 2015: R2 = 0.52, p < 0.001, F=20.42; df=17, 

respectively). The 2016 model was not significant, likely because April observations were 

missing for individuals within the generation-year. Overall, we observed higher cumulative 

stress over time, pointing toward greater cumulative stress effects over seasonal time scales.  

Relating growth patterns to environmental variability 
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Stepwise model selection results for growth patterns (based on length increases) versus 

environmental predictors showed the importance of the seasonality effect on the growth. While 

the most parsimonious model on the annual basis had very low explanatory power (Adj. R2 = 

0.05, F = 3.61 at df =1, 51, overall p = 0.060), and the winter model did not find any correlations, 

the predictive power of the summer model including the combination of temperature and food 

supply was significant; higher temperatures in combination with the max chl-a availability in the 

summer increase the growth (Adj. R2 = 0.42, F = 7.877 at df =2, 17, overall p = 0.0037).  With 

respect to the interaction of biological responses, we found no correlation between shell 

dissolution and average size (p=0.864; df=23; F=0.03), indicating that dissolution per se over 

summer season does not impact growth pattern. 

Discussion 

Assessment of species responses to ocean acidification in the natural environment is still 

largely lacking, especially in estuarine habitats where in situ biological effects are poorly 

understood due to difficulties associated with attributing biological impacts to individual 

stressors under conditions where multiple stressors co-occur (Duarte et al., 2013). In highly 

variable estuarine environments, biological time-series coupled with measurements of physical 

and biogeochemical parameters are rare, but they can provide a means of assessing potential 

biological sensitivity to OA among calcifiers. This study is, to our knowledge, the first to 

demonstrate that estuarine conditions, as they presently exist, can cause detectable negative 

responses in the pteropod L. helicina. Moreover, these responses are observed under 

considerable spatial and temporal variability, with L. helicina from sub-habitats associated with 

severe exposure to low Ωar displaying considerably more severe dissolution than those from 

other sub-habitats, and more than previously described in other in situ shell dissolution studies 
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(e.g. Manno et al., 2019; Leon et al., 2019; Feely et al., 2016; Peck et al., 2016; Bednaršek et al., 

2014). Taken as a whole, pteropod shell dissolution in the Salish Sea is on par with or greater 

than reported for pteropods in the coastal ocean along the California Current System (Bednaršek 

et al., 2014; Bednaršek et al., 2016; Feely et al., 2016, 2018) and the Southern Ocean (Bednaršek 

et al., 2012).  

The vulnerability of the estuarine pteropod L. helicina is related to OA conditions 

including seasonal and interannual spatio-temporal variation in carbonate chemistry, whereby 

prolonged duration and timing of extreme conditions defines the overall species impact. Despite 

other co-occurring environmental factors, the extremes in Ωar,min in combination with prolonged 

duration of exposure are the most important drivers related to shell dissolution in L. helicina. We 

found better predictive power for shell dissolution if calculated per cumulative scales rather than 

per seasonal scales, emphasizing the importance of exposure history summed over a generation-

year over the organismal life history.  

Monitoring efforts towards understanding the cumulative stress exposure 

 Our present understanding of pteropod vulnerability and life history adaptation strategies relies 

on the seasonal resolution of co-located physical-chemical and biological data from the 

Washington Ocean Acidification Center Salish Sea monitoring effort. The cumulative stress 

model predicts that dissolution extent and severity will be higher in pteropods exposed to low Ωar 

over an extended period, compared to estimates made over shorter (i.e., monthly) time scales. 

Cumulative stress is especially prevalent in highly stratified sub-habitats (sub-habitats 2 and 3) 

that will be most affected under future OA scenarios (Pelletier et al., 2018; Bednaršek et al., 

2020). Developing novel metrics such as cumulative stress is of critical importance to estuarine 
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acidification monitoring programs. A benefit of the cumulative stress model (Eq. 1) is that it 

provides statistical strength in estimating cumulative exposure even when specific field data are 

missing over short time scales. As such, the cumulative stress model offers a new tool to 

complement existing observational studies. Limitations of the cumulative stress model are also 

important to consider. For instance, we assumed that exposure conditions at times when 

sampling did not occur were similar to those with observed data.  In other words, a linear 

gradation of values between observation months was assumed to occur, which was likely 

unrealistic as a more continuous time-series may reveal. Despite this limitation, we believe this 

assumption is reasonable given the strength of association between dissolution and cumulative 

stress, and is expected to be strong with more frequent observations. In other words, our 

hypothesis that cumulative stress would be linked to higher intensity of dissolution was 

supported despite the limitation of our cumulative stress model.  Additionally, the stronger 

association of cumulative stress with dissolution as compared to instantaneous measures of 

Ωar,min provides further evidence that biological response to low pH conditions may be better 

characterized by models that account for both magnitude and duration of exposure.   

Cumulative biological-chemical monitoring efforts in the Salish Sea can be used as a 

model for designing sustained observation programs in other large estuarine systems. However, 

regional monitoring efforts will need to adapt this approach to spatial and temporal scales of 

sampling appropriate for biological interpretation in particular ecosystems. We found that 

organisms are differentially exposed to seasonal effects of low Ωar,min, indicating that different 

life stages will be unequally impacted. Although our data could not support resolving specific 

life stage vulnerability, it is important to distinguish the overall population vulnerability to OA 

results from the combination of life stage sensitivity and exposure to estuarine acidification. 
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Moreover, the timing of monitoring should be designed to coincide with the occurrence of the 

most sensitive life stages, while the frequency of sampling should cover temporal events related 

to successful progression into the next developmental stage. In our case, the timing of spring 

transition is important for tracking how L. helicina organisms are sustained in the Salish Sea.  

A variety of different thresholds related to the magnitude and duration of exposure to OA 

have been recently proposed for pteropods (Bednaršek et al., 2019). Exposure regimes in the 

Salish Sea (Evans et al., 2019; Feely et al., 2010) are such that several biological thresholds for 

pteropods are already being crossed in large portions of the Salish Sea. This is in large due to 

atmospheric CO2 uptake and only to a minor extent due to anthropogenic nutrient 

remineralization (Bednaršek et al., 2020). Pteropods have been identified as indicators 

representative of OA-related ecological integrity (Bednaršek et al., 2017), and as such, 

monitoring efforts should take advantage of field sampling efforts to simultaneously provide 

information on other regionally important taxonomic groups, such as other pelagic and benthic 

calcifiers with similar physiological thresholds. 

Limacina helicina strategies under severe estuarine OA conditions 

Despite measurable vulnerability, we have observed a variety of compensatory and 

adaptation strategies against unfavorable, low Ωar (<1) conditions that occur in estuarine habitats 

that might help explain how pteropods can persist in such a system. There are three aspects 

important to consider: first, combination and timing of multiple environmental parameters that 

can alleviate the stress; second, life history modulation and recruitment patterns; and third, 

adaptation and acclimatization strategies. 
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Potential mitigating parameters         

 We found no environmental parameters that could have mitigating effect on shell 

dissolution. Temperature did not have a significant effect on shell dissolution despite the warm 

water conditions related to the 2014/15 marine heatwave (‘The Blob’, Bond et al., 2015). In 

addition, food supply showed a non-significant effect on shell dissolution suggesting that food 

availability may not mitigate against negative impact of Ωar,min. This is contrary to the findings of 

Bednaršek et al. (2018) where food availability could potentially reduce negative OA effects. On 

the other hand, mitigating parameters over summer were found for growth; i.e. seasonal 

elevations in food supply in combination with warmer waters in the summer increased the 

growth against the background unfavorable Ωar,min, alleviating organismal stress induced by OA. 

However, further studies are needed to examine if the growth can prevail over severe dissolution, 

or to what extent this can compromise the overall biomineralization, while keeping the track of 

the seasonality-related multiple parameters that can impact physiological response. 

The timing of recruitment  

Life history adaptation likely plays a critical role in determining pteropod capacity to 

overcome prolonged severe conditions. With respect to timing, the most critical component is the 

timing of recruitment and subsequent early life-stage exposure to low Ωar conditions that can, in 

most regions of the Salish Sea, last until mid-April (Pelletier et al., 2018; Wang et al., 2017). 

Published literature suggests that the timing of Ωar <1 aligns with the most sensitive early life 

stages, which will have a profound impact on early stage processes (Manno et al., 2016). 

However, we consistently observe that the spring spawning event occurs in early spring, 

coinciding with a major increase in near-surface Ωar after the spring bloom. Moreover, we 

observed evidence of earlier recruitment patterns in sub-habitat type 3 characterized by early 
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phytoplankton bloom development (February and March) that provides early spawners with 

favorable pH, Ωar, and chl-a conditions for growth and reduced exposure for dissolution. 

Interestingly, in the most severe sub-habitat 3 (Table 2) a short window of favorable conditions 

due to uptake of CO2 by intense and early blooms precedes unfavorable conditions later on in the 

summer. When the habitat is stratified, production is nutrient-limited, and respiration prevails 

(Feely et al., 2010; Feely et al., 2012). This observation suggests that pteropods can modify the 

timing of spawning in accordance with environmental cues, most likely the change in any of the 

carbonate chemistry parameters (Ωar, pH, or pCO2) given unsuccessful organogenesis and 

retarded embryonic development at Ωar <1 (Manno et al., 2016; Gardner et al., 2017; Bednaršek 

et al., 2018). With earlier spawning, the organisms would mature earlier under more favorable 

Ωar conditions and could have an additional secondary spawning in the early summer under more 

favorable conditions, thus prolonging the potential for successful spawning. Nevertheless, our 

records of L. helicina presence indicate that recruitment is likely to be induced despite less 

favorable OA conditions that might either trigger dissolution or physiologically impair the 

organisms. Since we observe significantly less dissolution in the summer compared to the spring 

period, we presume that dissolution-impacted larvae die as previously described for larval 

mussels under Ωar <1 (Green et al., 2009). As such, only the least-affected individuals continue 

into the summer under fast growth. We assume that such adjustments allow the organisms to 

quickly mature to adults in a limited time window. Although our data are not of sufficient 

resolution to resolve the effects of a secondary spawning event in autumn, there is some evidence 

of smaller shell sizes present. Overwintering potentially has more detrimental effects on a fall-

spawned pteropod population compared to those spawned in spring. Yet, we observe that 

subadults or even early stage adults that transition through the winter appear to be less vulnerable 
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to low Ωar. In addition, we observed variability in shell dissolution response among some 

pteropod individuals, suggesting intra-specific variability in individual sensitivity. In this 

context, the potential physiological preconditioning resulting from larval exposure to Ωar <1 and 

individual sensitivity needs to be explored in future studies. 

Following fall variation in acidification levels, we found some overwintering individuals 

in the spring at the end of the generation-year to have minor shell dissolution despite prolonged 

autumn conditions of Ωar <1, which would be expected to induce severe shell damage. Based on 

a known correlation between shell dissolution prevalence and mortality (Bednaršek et al., 2017), 

severely affected organisms in the autumn may be more prone to mortality (Wang et al., 2017). 

As such, only those adults with minor dissolution or intact shells may persist through the winter, 

which would explain why some individuals in spring show only minor dissolution. Alternatively, 

under suitable physiological conditions, some individuals may undergo faster growth or shell 

repair. It is, however, unlikely that organisms with profound shell dissolution in autumn would 

be capable of significant repair during the winter and if this occurred, we would have seen visual 

evidence of shell dissolution repair in SEM photos (Niemi et al., in review), reflecting a process 

of resistance to corrosive conditions. 

Acclimatization and adaptation strategies 

In exploring other explanations for pteropod survival during unfavorable low Ωar conditions, we 

hypothesize that adult organisms may implement an avoidance strategy, for example vertical 

migration to the upper surface waters (Bednaršek and Ohman, 2015) that are typically near-

saturation or undersaturated (Feely et al., 2010). Advection of adults from higher Ωar areas is not 

likely given that we found larval organisms at the same stations with significantly more severe 
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dissolution than adults. This primarily points toward a resident population in the Salish Sea, 

rather than de-novo advection from ocean source populations, especially given long water 

residence times and circulation patterns (Southerland et al., 2011; Moore et al., 2008; Figure 1). 

The existence of a local population can be inferred also based on the dissolution patterns. Since 

the conditions in the coastal CCS regions surrounding the Salish Sea are more favorable during 

the autumn-winter-early spring period, it is unlikely that they could contribute to severe shell 

dissolution as found in the early life stages of L. helicina in April. Studies of other larval pelagic 

species have reported local source populations that were genetically differentiated between Puget 

Sound and other coastal regions (Jackson  O’Malley, 2017). Previous studies (Janssen et al., 

2019) reported the occurrence of two morphotypes in the region, Limacina helicina pacifica and 

Limacina helicina helicina, but phylogenetic characterization in pteropods is lacking. Studies on 

pteropod genetic structure are required to delineate whether genetic differentiation shapes 

morphotype-specific life history, or influences fitness-trait responses. 
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Figures 

 

Figure 1: Locations of stations in the Salish Sea (a) where pteropod and environmental sampling 

occurred. Samples were collected in April, July, and September from 2014 to 2016. The inflow 

from the ocean towards the Salish Sea is indicated by dashed arrows delineating the inflow in 

deeper waters, and solid arrows indicating surface outflow (a,b). Basins with the longest 

residence time (>80 days) are Hood Canal and Whidbey Basin (# 12, 402, 4), followed by the 

shorter residence time of 40-60 days (# 4, 28, 38, 8), while the transition zones (# 22) are well 

mixed (Southerland et al., 2011; Moore et al., 2008). Longer residence time allows for a 

reasonable approximation of in situ stationary carbonate chemistry with biological responses.  

The study location relative to North America is shown in (c).  
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Figure 2: Pteropod dissolution measurements across sites and months. Site numbers are shown 

in each point. Box plots represent the median values with the upper and lower limits of the boxes 

defined as the 25th and 75th percentile of the distributions. The whiskers are 1.5 times the 

interquartile range. 
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 Figure 3: Clustering results of stations based on annual averages of salinity, water temperature, 

dissolved oxygen, and aragonite saturation state. Station-depth is also included. Averages are 

based on all environmental data collected across the sample years from 2014 to 2016 in the same 

month. Results are shown as dendrograms for site clustering (a), dissimilarity matrices showing 

mean Euclidean distances between observations at pairs of sites (b), and spatial arrangements of 

the defined clusters (c). Cluster groups were set at three based on approximate dendrogram 

separation between sites to explain dominant patterns among environmental variables. 
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Figure 4: Depth profiles of aragonite saturation state across seasons and stations. Stations are 

grouped by clusters in Figure 3 based on exposure categories and represent sub-habitat types as 

described in the results section. Vertical lines indicate minimum saturation state of 1 (dashed) 

and 1.2 (dotted). Points in red show the minimum observed value for a CTD profile on a given 

date and station. Indication on the right Y-axis: Cluster 1: station 22, cluster 2: stations 8, 28, 38, 

cluster 3: stations 4, 12, 402.  
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Figure 5: Results of principal components analysis for environmental variables collected at each 

site for each sample date. Environmental variables included temperature, salinity, dissolved 

oxygen, station depth, and minimum aragonite saturation state. All points are averages from a 

single CTD cast on a given date, except aragonite saturation state which was the minimum 

observed along the entire cast and depth which is fixed for each site. Subfigure (a) shows site 

groupings based on dominant clusters shown in Figure 3, with site points sized by measured type 

III dissolution for pteropods collected at the same location and date. Subfigure (b) shows the 

same as (a) but for the first and third principal component axes.  
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 Figure 6:  Depiction of a variety of different types of dissolution, ranging from intact surfaces 

to minor (Type I), to moderate (Type II) and severely dissolved surface dissolution (Type III), 

with the aragonite crystals fully exposed and dissolved. The greatest severity of dissolution 

occurs when Type III progresses into becoming a hole. This is an example of various individuals 

from station 402 during different time intervals, with the severity intensifying with prolonged 

exposure through a generation-year. 
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Figure 7: Observed time series for each station and sub-habitat delineation (rows, group number 

from Figure 3 in parentheses) showing % type III dissolution of pteropods (a) and observed 

minimum aragonite saturation state (b). Points at each station show the connectivity of different 

generation-years, defined as the sample months July, September, to April covering two calendar 

years (e.g., 2015 generation-year is July, September 2015 and April 2016 calendar years). The 

right plot shows the selected aragonite threshold (Ωcrit =1.2) as a horizontal line with the 

difference between the threshold and minimum observed value shown as a dotted line. 

Dissolution estimates represent averages across a subset of individuals collected at a location and 

date, whereas minimum aragonite saturation shows the lowest observed value sampled at a 

location and date. Generation-years with missing months in the left plot do not have connecting 

lines.  
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Figure 8: Percent type III dissolution measured in pteropods versus minimum observed 

aragonite saturation state for each station. The top row (a-c) shows stations grouped by month 

across generation-years and the bottom row (d-f) shows stations grouped by generation-years 

across months. Generation-year are defined as the sample months July, September, to April 

covering two calendar years (e.g., 2015 generation-year is July, September 2015 and April 2016 

calendar years). Linear regression lines with 95% confidence intervals in dark grey are shown in 
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each panel. The confidence intervals reflect uncertainty in the regression fit (slope and intercept) 

describing the association between dissolution and aragonite saturation state (Ωar,min). 
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Figure 9: Relationships between percent type III dissolution and cumulative stress magnitude 

within generation-years. The top plots (a, b) show the progression of estimated cumulative stress 

from July to April throughout a generation-year for each station. Generation-years are defined as 

the sample months July, September, to April covering two calendar years (e.g., 2015 generation-

year is July, September 2015 and April 2016 calendar years). The bottom plots (c, d) show the 

estimated linear relationship between percent dissolution and cumulative stress. The cumulative 

stress estimates represent the frequency and magnitude of estimated exposure time of pteropods 

in a generation-year when conditions were under-saturated below Ωcrit=1.2. Dotted lines in (a) 

and (b) connect stations across months to emphasize trends in cumulative stress. Shaded regions 

in subplots (c) and (d) show the 95% confidence intervals for the solid regression lines. The 
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confidence intervals reflect uncertainty in the regression fit (slope and intercept) describing the 

association between dissolution and cumulative stress. 

 

 

Tables 

Table 1: Correlation matrix between environmental characteristics and dissolution. All values 

are Spearman rank correlations for all dates and stations. ∗ ) < 0.05, ∗∗ ) < 0.005 

 
Chl-a 
(3g/L) 

Depth 
(m) 

Dissolved 
O2 

(μg/L) 
Salinity 
(psu) 

Temp 
(C) 

Diss I  

(%) 
Diss II 
(%) 

Diss  

III (%) 

Aragonite 
saturation 
(45,) 

0.1 0.53** 0.53** 0.48** -0.11 0.08 0.34* -0.39* 

Chlorophyll-a 
(3g/L) 

 0.08 0.23 -0.25 -0.16 -0.07 0.03 -0.01 

Depth (m)   0.22 0.44** -0.06 0.16 0.01 -0.14 

Dissolved 
Oxygen 
(μmol/kg) 

   -0.22 -
0.44** 

-0.03 0.16 -0.03 

Salinity (psu)     0.01 0.3* 0 -0.37* 

Temperature 
(C) 

     -0.05 0.04 -0.02 

Dissolution I 
(%) 

      -0.67** -0.53** 

Dissolution II 
(%) 

       -0.13 

 

Table 2: Environmental characteristics of sample stations in Puget Sound. Stations are grouped 

by exposure categories defined by multivariate clustering (Figure 2). Depth is the maximum 

sampled depth for seasonal CTD casts. Average (min/max) aragonite saturation state, salinity, 
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chlorophyll-a, temperature, and oxygen values are also shown based on approximately nine 

visits to each site and different samples by depth from 2014 to 2016. 

 

Station 
Depth 

(m) 

Aragonite 
saturation 
(4) 

Salinity 
(psu) 

Chlorophyll-
a (3g/L) 

Temperature 
(˚C) 

Dissolved 
Oxy 
(μmol/kg) 

mild 
exposure 

22 120 1.1 (0.7, 
1.7) 

31.5 
(29.4, 
35.5) 

1.5 (0.2, 7.3) 10.4 (8.1, 
12.8) 

191 (107, 
270) 

moderate 
exposure 

8 129 1.2 (0.6, 
2.9) 

30.1 
(27.2, 
31.3) 

3.8 (0, 20.8) 11.7 (9.6, 
14.9) 

228 (162, 
388) 

 28 189 1.1 (0.6, 2) 30.2 
(27.1, 
32.8) 

2.6 (0.1, 14) 11.9 (9.3, 
14.6) 

211 (156, 
348) 

 38 98 1.1 (0.7, 
2.9) 

29.7 
(27.3, 
31.8) 

1.9 (0.1, 
11.7) 

12.8 (9.5, 
15.6) 

221 (136, 
432) 

severe 
exposure 

4 84 0.9 (0.5, 
2.7) 

27.9 
(20.4, 
30.5) 

4.9 (0.1, 
43.9) 

11.6 (9.1, 
16.2) 

206 (89, 
447) 

 12 121 0.9 (0.3, 3) 29.1 
(23.9, 
30.7) 

4.1 (0, 47.6) 11.5 (8.5, 
20.9) 

163 (21, 
464) 

 402 50 0.9 (0.2, 
2.6) 

28.6 
(21.8, 
30.5) 

6 (0, 116.4) 11.9 (8.9, 
21.8) 

175 (19, 
466) 

 

 






